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Abstract 
 
Despite the complexity of real-world environments, natural vision is seamlessly efficient. 
To explain this efficiency, researchers often use predictive processing frameworks, in which 
perceptual efficiency is determined by the match between the visual input and internal 
models of what the world should look like. In natural scene processing, predictions derived 
from our internal models of a scene should play a particularly important role, given the 
highly reliable statistical structure of our environment. Despite their importance for scene 
perception, we still do not fully understand what is contained in our internal models of the 
environment. Here, we argue that the current literature on scene perception 
disproportionately focuses on an experimental approach that tries to infer the contents of 
internal models from arbitrary, experimenter-driven manipulations in stimulus 
characteristics. To make progress, additional participant-driven approaches are needed: 
Rather than solely relying on manipulating the input to the visual system, researchers 
should adopt a complementary approach focusing on participants' descriptions of what 
they believe constitutes a typical scene. Such descriptions promise to capture the contents 
of internal models in more unconstrained ways on the level of individual participants. 
Critically, the descriptions of internal models can in turn be used to predict the efficiency of 
scene perception. We highlight recent studies on memory and perception using innovative 
methodologies like line drawings to characterize internal representations. These emerging 
methods show that it is now time to also study natural scene perception from a different 
angle – starting with a characterization of individual’s expectations about the world. 
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1 Natural vision and internal models of the world 
 
Perceptual efficiency is often understood through the lens of predictive processing (Clark, 
2013; de Lange et al., 2018; Huang & Rao, 2011; Keller & Mrsic-Flogel, 2018). In this 
framework, visual inputs are routinely compared against internal models, which are based 
on our expectations of what the world should look like. In the processing of natural 
environments,  internal models should play a particularly helpful role (Kayser et al., 2004; 
Mirza et al., 2016): Natural scenes are reliably structured, with a global structure that is 
stable across instances of a category and objects placed in statistically predictable locations 
(Bar, 2004; Kaiser et al., 2019a; Kaiser & Cichy, 2021; Oliva & Torralba, 2007; Vo et al., 2019, 
Vo, 2021). The reliable structure of natural scenes should give rise to rich internal models 
that capture what a specific scene (e.g., a kitchen) should typically look like. 
 
The study of vision as an inverse inference problem has its origins in Helmholtz’ idea of 
perception (1867). Within this framework, the perceptual system uses prior knowledge 
about the world, obtained through experience, to infer the causes of proximal stimulus 
patterns. In this view, internal models of the world, which contain this prior knowledge, 
thus are critical determinants for further efficient natural perception. This was later 
highlighted by schema theory, which postulated that inputs are referenced against internal 
models (schemata) that reflect the structure of the world (for instance the likely object 
arrangements found in a scene; Mandler, 1984; Minsky, 1974). This concept has influenced 
early research on human scene perception (Biederman, 1972; Biederman et al., 1982) and 
memory (Brewer & Treyens, 1981; Mandler & Parker, 1976). In contemporary research, this 
idea reverberates in the use of predictive processing frameworks for explaining how we 
perceive (Bar, 2009; de Lange et al., 2018; Peelen et al., 2024) and explore (Henderson, 2017) 
natural scenes, as well as how they are analyzed in the brain (Kaiser et al., 2019b; Muckli et 
al., 2015; Naselaris et al., 2009). 
 
Together, the currently favored theoretical frameworks converge towards a view in which 
the contents of our internal models shape how we perceive the world around us. This 
assertion directly prompts critical questions: What exactly are the contents of the internal 
models that guide natural vision? Furthermore, given the variability in visual experiences, 
how do these models differ across individuals? Can these differences in internal models 
explain individual differences in visual perception? Here, we discuss how researchers in the 
domain of natural scene perception have attempted to characterize internal models during 
the last decades and delineate how the limitations of this approach necessitate 
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complementary methods for addressing the questions raised above. Subsequently, we 
highlight an emerging trend of using creative methods suitable for making further progress 
toward a richer understanding of internal models across individuals. The central idea of the 
proposed methods is to prompt individual participants to report the characteristics of their 
internal model of a scene. We emphasize a selection of methods that could facilitate 
descriptions of the internal model, with a particular focus on the use of line drawings.  
 
2 The classical approach to characterizing internal models 
 
2.1 Probing internal models of scenes by manipulating input characteristics 
 
Previous work was built on the assumption that the contents of internal models can be 
studied by varying the level of typicality (i.e., schema-congruence) of inputs to perceptual 
and cognitive systems. Researchers manipulated the typicality of scenes by altering various 
scene contents, such as the objects present in the scene or their spatial configurations. Such 
manipulations were usually at the level of objective priors, for example, repositioning an 
airplane in flight from the upper to the lower visual field (Kaiser & Cichy, 2018a) or creating 
semantic incongruencies such as placing a streetlight in an indoor and a living room lamp 
in an outdoor scene (Munneke et al., 2013).  By doing so, they created diverse sets of stimuli 
that they considered in accordance or conflict with typical real-world experience, and thus 
with internal models (Fig. 1).  
 

 
Figure 1. Understanding internal models through stimulus manipulation. To understand 
which properties of natural environments are critical for internal models of the world, researchers 
have isolated and manipulated a set of regularities found in natural scenes. From left to right: 
manipulations in the typical positioning of individual objects across visual space (Kaiser & Cichy, 
2018a), the typical composition of multiple objects across space (Figures reproduced from Bilalić et 
al., 2019), the semantic consistency between scenes and the objects they contain (Munneke et al., 
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2013), and the structural coherence of the scene (Kaiser et al., 2021). By comparing typically arranged 
stimuli with atypically arranged stimuli, they could show that the visual system preferentially 
processes stimuli in accordance with our priors about what the world should look like. 
 
Through manipulating features that do or do not adhere to real-world structure, researchers 
were able to isolate various aspects of typical scene structure that facilitate more efficient 
perception and cortical processing. These include the positioning of individual objects 
across space (Kaiser et al., 2018; Kaiser & Cichy, 2018a, 2018b), spatial relationships between 
objects (Bilalić et al., 2019; Gronau et al., 2008; Gronau & Shachar, 2014; Kaiser et al., 2014; 
Kaiser & Peelen, 2018; Kim & Biederman, 2011; Roberts & Humphreys, 2010; Stein et al., 
2015), contextual relationships between scenes and objects (Chen et al., 2022; Davenport & 
Potter, 2004; Faivre et al., 2019; Mudrik et al., 2010, 2011; Võ & Wolfe, 2013), and the spatial 
configuration of the scene as a whole (Biederman, 1972; Biederman et al., 1974; Kaiser et al., 
2020a, 2020b). Together, these studies show that typical scene structure at multiple levels of 
description contributes to the efficient perception and neural representation of naturalistic 
inputs (for reviews, see: Bar, 2004; Castelhano & Krzyś, 2020; Kaiser et al., 2019a; Kaiser & 
Cichy, 2021; Oliva & Torralba, 2007; Peelen et al., 2024; Võ, 2021; Võ et al., 2019; Wolfe et al., 
2011), suggesting that internal models contain rich information about the typical properties 
of natural scenes. 
 
2.2 Challenges for the stimulus manipulation approach  
 
While the approach of manipulating stimulus characteristics has led to significant advances 
in our understanding of the contents of our internal models of the world, this “classical” 
approach has several critical downsides.  
  
First, it largely rests on the experimenter’s intuition of what a typical scene looks like, and 
which factors construe its typicality. It cannot be taken for granted that researchers’ 
intuitions cover those aspects of typical scenes reliably present across our real-world 
experience. To circumvent this problem, researchers have started using computational 
analyses to determine typical scene properties more objectively, for example by extracting 
object distributions across large scene databases (Boettcher et al., 2018; Bonner & Epstein, 
2021; Gregorová et al., 2023; Kaiser et al., 2018, Kaiser, Quek, et al. 2019). These approaches 
can validate the relevant dimensions empirically, but they are still centered on the idea that 
the property selected by the researcher plays an important role. In natural vision, however, 
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properties that are perceptually salient to observers can be relatively less important for our 
visual system, while others may be more intricate, but relatively more important.  
  
Second, stimulus manipulation approaches only allow for independently manipulating 
particular stimulus features at a time, thus not capturing all possible interactions between 
them. Manipulating only a few stimulus dimensions while controlling for others is a key 
strategy in reductionist approaches to vision, which has proved particularly fruitful in 
distilling the response properties to simple visual stimuli across the visual cortex 
(Riesenhuber & Poggio, 1999). However, this approach inevitably reaches its limits when it 
comes to natural scenes (Felsen & Dan, 2005). Given their visual richness, scenes cannot be 
easily decomposed into a few orthogonal dimensions. What makes things even more 
challenging is that those different dimensions likely interact with each other: For instance, 
the types of objects appearing in a scene and their distribution across the scene depend on 
the scene’s spatial geometry. In a kitchen scene, objects like an oven, stove, or sink are 
typically aligned along the walls, whereas smaller objects like utensils and cups are placed 
on horizontal surfaces like counters or tables. Studies only looking at object distributions or 
scene geometry separately may therefore miss critical interactions between these properties 
thus only providing limited insights into how strongly these dimensions influence vision in 
highly complex real-world environments. On a practical end, studies that look at such 
different factors tend to employ different experimental paradigms making it even harder to 
determine which factors contribute to what extent to efficient scene processing. 
  
Third, many studies use artificial or unusual stimuli to create “atypical” scenes. For 
instance, in studies of scene-object congruence (Chen et al., 2022, Davenport, 2007; 
Davenport & Potter, 2004; Munneke et al., 2013; Öhlschläger & Võ, 2017), typical 
arrangements are easy to establish: a streetlight is typically found in outdoors, while living 
room lamp will be indoor. To study the effects of such congruence, researchers need to 
create additional incongruent conditions, in which the objects are positioned atypically: a 
living room lamp is shown on a street, and the streetlight in a living room. When comparing 
such conditions, one cannot be sure whether the difference can be attributed to enhanced 
processing of typically positioned objects or whether it arises from enhanced responses to 
the incongruence. On a cortical level, spatially separate regions code for congruent and 
incongruent conditions (Faivre et al., 2019), and recent behavioral work suggests that 
differences between congruent and incongruent conditions may indeed be driven by a 
“congruency cost”, where the unexpected, incongruent objects gain a relative processing 
advantage (Spaak et al., 2022). In many studies with artificial stimuli, the problem is further 
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aggravated by the nature of atypical conditions, which sometimes violate the laws of 
physics (Bilalić et al., 2019; Kaiser & Peelen, 2018), give rise to unusual inputs (Biederman, 
1972; Biederman et al., 1974; Kaiser et al., 2020a), or introduce changes in visual image 
statistics (Underwood & Foulsham, 2006). 
  
Finally, the stimulus manipulation approach neglects inter-individual differences in 
internal models. Most current research is based on the idea that there is a single “typical” 
scene that suffices for all observers. Consequently, pitting such typical scenes against clearly 
atypical scenes should yield reliable differences across participants, and thereby reveal 
critical properties of internal models. However, such an approach fails to account for inter-
individual differences in internal models: although a typical kitchen will probably look 
fairly similar for two people, there may be critical differences, for instance in the identity 
and placement of objects across the scene. Such differences may be driven by the 
idiosyncratic visual diets that everyone experiences, but they may also link to cultural, 
linguistic, or socioeconomic factors (Barrett, 2020; Hartley, 2022). The stability of internal 
models across participants has allowed researchers to make progress with an approach that 
essentially ignores this variability. If we could instead harness this variability, we may find 
that there are characteristic differences in the way each of us perceives the world – based on 
our idiosyncratic priors of what the world looks like.  
  
To overcome these critical differences and drive the field forward, an approach focused on 
getting descriptions directly from the participant bears enormous potential. Moving on, it 
is important to note that the following approaches constitute an addition to the existing 
toolkit for characterizing natural vision, and can be used complementarily to classical 
stimulus manipulation approaches. 
 
3 A complementary approach for characterizing internal models of the world  
 
3.1 Describing internal models 
 
Here, we propose an approach to characterize individual participants' internal models of 
scenes in a much more unconstrained way, without any prior assumptions about their 
properties (Fig. 2). Instead of manipulating stimulus characteristics, and thereby the input 
to the visual system, we can ask participants to first provide “descriptions” about the 
contents of their internal model that can then be used to gain insights and inform further 
testing. By obtaining such descriptions of the internal model we can characterize what 
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constitutes a typical scene for individual observers. For instance, while manipulating object-
scene congruences possibly tells us about certain “objective” priors shared across 
individuals, subjective priors such as the contents of a typical bedroom can vary across 
individuals. With descriptive methods, such individually specific priors can be captured 
and we can start to understand how individuals converge and diverge in their conceptions 
of scene typicality. We can in turn use these insights to design smarter experiments that 
directly probe the most relevant dimensions of internal models of the world. Moreover, we 
can use our knowledge about the contents of these models to make targeted predictions 
about processing efficiency for individual scenes. 
  
Importantly, this approach circumvents critical limitations of the classical stimulus 
manipulation approach. First, researchers do not need to use their intuitions about which 
features constrain internal models of natural scenes, as they can rather rely on the features 
emerging from participants’ descriptions of typical scenes. Second, multiple interacting 
feature dimensions can be studied at once, as these will inherently be present in the 
descriptions. Third, there is no immediate need to artificially create atypical stimuli: through 
obtaining descriptors of the content of individual participants’ internal models, the 
individual typicality of a range of stimuli can be defined based on their similarity to these 
descriptors. Finally, and critically, previous studies have overlooked inter-individual 
differences due to their inherent focus on understanding general mechanisms involved in 
vision. This approach pushes this boundary by increasing the explainable variance in the 
data and understanding processes that are both general and idiosyncratic in natural visual 
perception. 
  
How can we experimentally obtain such descriptions of internal models? In the following, 
we will discuss methods that enable individual participants to report on how a typical 
exemplar of a particular scene should look like. One strong candidate is drawing, which has 
proven a versatile tool for transforming mental representations into visible descriptions 
with rich details (Fan et al., 2023). We also discuss other complementary methods including 
scene arrangement, verbal descriptions, and neuroimaging-based techniques. The studies 
we highlight are primarily focused on memory and perception, showcasing the potential of 
these methods for characterizing the contents of internal representations. 
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Figure 2. A complementary approach for studying internal models of the world. The classical 
approach aims at discovering properties of internal models through stimulus manipulation, for 
instance by manipulating a scene’s global structure. Here, we highlight a complementary approach, 
in which the contents of internal models are described by observers, for instance through line drawing 
(where people draw typical versions of scenes) or scene arrangement methods (where people arrange 
physical or virtual scenes in typical ways). These descriptions can in turn be used to derive targeted 
predictions about processing efficiency for a set of inputs.  
 
3.2 Line drawings as descriptors of internal models 
 
Line drawings can be seen as functional abstractions of the ways in which we see the world 
in the sense that they “exploit the underlying neural codes of vision” (Sayim & Cavanagh, 
2011): When we draw an object or a scene, our drawing tend to focus on what conveys the 
most essential details of visual images in a form that abstracts away from irrelevant detail. 
For instance, important boundaries between objects and surfaces are highlighted and will 
thereby reflect a parsing of the scene into behaviorally relevant units. Line drawings of 
scenes are recognized with virtually identical efficiency as scene photographs (Biederman 
& Ju, 1988), likely because they preserve critical information about the curvature and 
intersection of contours (Barrow & Tenenbaum, 1981; Walther et al., 2011). Further, 
neuroimaging work has shown that line drawings yield characteristic category-specific 
neural activation patterns in the high-level visual cortex (Singer et al., 2023; Walther et al., 
2011). Beyond the theoretical considerations, they also offer practical advantages, such as 
being easy for participants to generate and enabling the creation of rich scenes in an (almost) 
unconstrained manner. These qualities render line drawings an ideal candidate for the 
description of internal models. This has recently been exploited in a set of studies that used 
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line drawings to determine the contents of internal representations that are otherwise hard 
to access directly (Fan et al., 2023). In the following, we highlight how these advantages 
have been leveraged in clinical settings and developmental studies, before turning towards 
research in memory and perception. 
  
3.2.1 Line drawings in clinical assessment 
  
Drawings not only tell us about what constitutes typicality in mental representations but 
can also inform us about divergences from typicality. The use of drawings has a long history 
in clinical assessment to diagnose and classify visual impairments such as agnosia (Bauer, 
2006), spatial neglect (Agrell & Dehlin, 1998), or different types of neurodegenerative 
disease (Cahn et al., 1996; Wechsler, 2009). Through drawings, such impairments can be 
quantified without requiring the cognitive processes needed for language-based tests. 
Furthermore, systematic differences in drawing tasks have been described for individuals 
with psychiatric disorders including autism spectrum disorder (Booth et al., 2003; Shi et al., 
2021) and schizophrenia (Bozikas et al., 2004; Kaneda et al., 2010). These two cases are 
particularly interesting since it has been proposed that these conditions are associated with 
compromised predictive processing (Fletcher & Frith, 2009; Pellicano & Burr, 2012; Seymour 
et al., 2013; Van de Cruys et al., 2014). Alterations to drawings in these disorders may thus 
be linked to alterations in internal models of the world, as others have argued as well 
(Morgan et al., 2019). 
  
3.2.2 Line drawings in developmental research  
  
In a similar vein, drawings have proven extremely useful for tracking internal models across 
development, as they allow children to delineate the contents of internal models without 
the use of language. For instance, drawings have been used to assess the emergence of detail 
in visual representations of objects (Karmiloff-Smith, 1990; Long et al., 2019, 2024). In recent 
work, Long and colleagues (2019) asked a large group of children across different ages to 
draw various everyday objects, revealing characteristic changes in drawings across 
development (Fig. 3a). Further investigation revealed that the content of children’s 
drawings predicted their ability to recognize visual objects (Long et al., 2024), suggesting a 
link between the mental representation revealed by drawings and the ability of the visual 
system to process critical object details. A similar link between visual production and 
recognition has also been found in neuroimaging work in adult participants (Fan et al., 
2020): when adults practice visual production of categories, their neural representations of 
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these categories become more distinctive. Together, these findings show that drawings 
mirror the ability of the visual system to efficiently perceive visual inputs. 
  
3.2.3 Line drawings in studying memory  
  
The use of drawings for studying internal representations in healthy adults has recently 
received renewed attention in the memory literature (see Fan et al., 2023 for a review). Here, 
drawings are useful because they allow researchers to study complex stimuli in free-recall 
paradigms, eliminating the need for recognition paradigms. Drawings thereby allow 
researchers to quantify fine-grained detail in participants’ memory representations. For 
natural scenes, this method has recently been used by Bainbridge and colleagues 
(Bainbridge et al., 2019), who asked participants to freely recall scenes in a drawing 
paradigm and uncovered a surprising amount of detail in the representations of scenes and 
objects. These elements can be salvaged to study alterations in participants' memory as a 
function of stimulus characteristics. In another study, Bainbridge and colleagues (2021) 
probed object and scene representations for semantically congruent and incongruent scene-
object combinations (Figure 3b). They could show that semantically inconsistent objects are 
remembered more vividly than semantically consistent objects – however, this came at the 
expense of weaker memory for other scene characteristics in the incongruent images. This 
result shows that drawings contain fine-grained information about internal representations 
held in memory.  
  
Drawings are also used to determine the degree of boundary extension in natural scene 
images (Bainbridge & Baker, 2020), a phenomenon in which scenes drawn from memory 
tend to exhibit extended boundaries, compared to the originally memorized image (Intraub 
& Richardson, 1989). Using detailed analysis across a large stimulus set, Bainbridge & Baker 
(2020) showed that this effect ultimately is indeed stimulus-dependent: for some stimuli, 
boundaries are extended, and for others, they are compressed (Figure 4c). This effect is likely 
attributable to differences in the studied scenes’ viewpoint and geometry, where the 
boundaries of “narrower” scenes tend to be subsequently extended, while for “wider” 
scenes they are compressed (Park et al., 2024). In this tradeoff, the depth of field plays a 
critical role, such that a naturalistic depth of field leads to a larger boundary extension than 
a non-naturalistic depth of field (Gandolfo et al., 2023). These results again showcase that 
drawings can be successfully employed to quantify key characteristics of internal 
representations. 
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3.2.4 Line drawings in visual perception  
 
In vision science, drawings have been used more sparingly. In the predictive processing 
literature, perception is often described as a generative model in which a percept is 
constructed by employing the internal world model to infer the most likely cause of sensory 
input (Clark, 2013; Friston, 2005; Huang & Rao, 2011). In this framework, the brain generates 
hypotheses about how the world should look like. Drawings may offer researchers a tool to 
access these hypotheses by serving as an extension of the generative process into a visible 
format that allows us to infer the content and structure of the internal model from which 
these hypotheses were generated.  
 
In line with this idea, drawings have been used to capture representations of inferred visual 
content in the visual cortex (Morgan et al., 2019). In this study, participants viewed natural 
scene images, in which one quadrant was occluded. The authors recorded fMRI activity 
from areas of the early visual cortex that exclusively respond to input from the occluded 
quadrant, and thus do not receive any direct visual information. They could show that there 
nonetheless was activity in the visual cortex region that remained unstimulated – the brain 
appears to “fill in” information from the surrounding context. Outside the scanner, they 
asked participants to draw what they thought should appear in the occluded quadrant. 
They then tested whether the activation patterns of different scenes could be predicted by 
the features of the differences in the drawings for the different scenes. They found that 
image-based low-level features of the drawings (for example their global spatial envelope, 
measured using a GIST model; Oliva & Torralba, 2001) predicted scene-specific activations 
in the unstimulated area of the primary visual cortex (Figure 4d). This result highlights how 
drawings can be used to map from behavior to neural representations during natural vision. 
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Figure 3. Using drawings to describe representations in development, memory, and 
perception. a) In developmental research, the use of drawings allows researchers to gain insights 
into the emergence of detailed visual object representations (Long et al., 2019). These drawings can 
in turn be used to predict the maturation of object recognition across development (Figure reproduced 
from Long et al., 2024). b) In memory research, drawings can be used to quantify memory precision 
in free recall paradigms. Using drawings, Bainbridge et al. (2021) showed that relative to scenes with 
consistent objects, scenes with inconsistent objects are remembered with more detail about the 
consistent object, but with less detail about the scene context. (Figure reproduced from Bainbridge et 
al. 2021). c) Using a similar free recall paradigm, Bainbridge & Baker (2020) showed that scene 
boundaries are extended or compressed in memory, depending on the viewpoint and geometry of the 
original scene. d) In perception research, drawings can be used to probe how internal models facilitate 
the cortical filling-in of missing information. Participants’ drawings of what should be present in an 
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occluded quadrant predict neural activation: response patterns in areas of primary visual cortex (V1) 
that respond to the occluded quadrant are well explained by visual low-level visual features of these 
drawings (Morgan et al., 2019).  
 
In a more recent study, Wang, Foxwell, and colleagues (2024) used drawings as a readout 
of individual participants’ internal models of visual scenes (Figure 4). In this study, 
participants were asked to draw typical versions of a set of natural scene categories (e.g., 
kitchens or living rooms). These drawings were converted into standardized 3D renders to 
control for different drawing abilities and styles. If the drawings capture properties of 
individual participants’ internal models for a scene category, then scenes that are more 
similar to these drawings should be perceived more efficiently. Indeed, participants were 
more accurate in categorizing renders that were constructed from their own drawings (and 
were thus more similar to their own internal models) than in categorizing renders based on 
other participants’ drawings (which were more dissimilar to their own internal models). The 
authors further showed that the similarity to the scene renders based on participants’ own 
drawings (measured by a deep neural network model) predicted categorization accuracy 
on other rendered scenes. This result demonstrates how drawings can be used to make 
personalized predictions about the efficiency of perception – derived from only a single 
drawing of a typical scene. Complementary EEG work (Wang et al., 2024) showed that 
neural representations of scenes that are similar to participants’ drawings (and thus their 
internal models) are enhanced during perceptual processing unfolding in the initial 250ms 
of visual analysis. This suggests a rapid interaction between an individual's visual inputs 
and internal model during natural vision. 
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Figure 4. Using drawings to link individual differences in internal models to idiosyncrasies 
in perception. a) To assess the contents of internal models for real-world scenes, participants drew 
typical versions of scene categories (here: living rooms). b) These drawings were converted to 3D 
renders to control for visual differences. c) During the subsequent categorization task, participants 
categorized briefly presented renders. Critically, they viewed renders based on their own drawings 
(“own” condition), other participants’ drawings (“other” condition), or renders created from scenes 
participants previously copied from a photograph (“control” condition, designed to control for 
drawing-related familiarity effects). Participants more accurately categorized renders from the “own” 
condition than from the “other” or “control” conditions, suggesting that similarity to internal models 
on the individual level modulates scene processing in idiosyncratic ways. This result was replicated 
across two independent experiments with 2 (left) or 6 (right) scene categories (Wang, Foxwell, et al., 
2024).   
 
However, the use of line drawings also brings about some limitations such as the challenge 
of quantifying the contents of drawings in objective ways and handling the substantial inter-
subject variability in drawing abilities and style. Variation in drawing expertise has been 
associated with inter-individual differences in cognitive and perceptual abilities such as 
visual imagery, shape encoding, and detection, as well as the allocation of visual attention 
and working memory (Calabrese & Marucci, 2006; Chamberlain et al., 2019, 2021; Kozbelt, 
2001; Perdreau & Cavanagh, 2015). Future research using drawings to access idiosyncrasies 
in internal representations needs to take these factors into account. Recently, different 
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approaches to minimizing potentially confounding factors have been put forward: 
Carefully designing drawing experiments with sufficient sample sizes and suitable control 
conditions can mitigate variance related to drawing abilities. For example, Wang, Foxwell, 
and colleagues introduced a condition in which all participants copied the same scene 
photograph after drawing what they think would be the most typical version of that scene. 
Thereby they were able to control for the effects of drawing ability, familiarity, or memory 
in a subsequent categorization task based on these drawings. Further, innovative methods 
like pen-tracking, computer vision, or online crowdsourcing provide objective and 
reproducible tools for quantifying drawings (Bainbridge, 2022; Fan et al., 2023). 
 
To sum up, drawings have proven to be a powerful tool for describing internal 
representations and have advanced our understanding of the precision of visual memory, 
the development of visual object representation, and the perception and neural 
representations of scenes. Nevertheless, the methodology of drawings comes with certain 
limitations, as discussed above. In the following, we briefly discuss three alternative 
methods for characterizing the contents of internal models, which offer complementary 
strengths to the limitations associated with drawing. 
 
3.3 Alternative descriptors of internal models 
 
Although drawings are a powerful tool for participants to provide rich descriptions of their 
internal model, various alternative techniques can provide descriptions while being less 
dependent on participants' drawings skills or fine-motor abilities in general. The first two 
approaches discussed in this section build on a very similar principle as drawings by 
enabling participants to describe their internal model using physical or virtual objects, as 
well as language. Finally, we highlight an approach that goes one step further by attempting 
to directly infer characteristics of subjects' internal models from measuring brain recordings 
without relying on overt reports. 
 
3.3.1 Scene arrangement 
 
In scene arrangement paradigms, participants create a scene by arranging a set of candidate 
objects provided by the experimenter. Although such methods often limit participants’ 
degrees of freedom in describing their internal models (e.g., because of fixed object 
exemplars available for arrangement), it mitigates the influence of inter-individual 
variability in drawings, which may not relate to the variability in internal models. 
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Scene arrangement tasks can be realized in real-world experiments that use physical objects. 
For example, Öhlschläger & Võ (2020) used a scene arrangement task to explore the 
emergence of structured scene representations across development. They asked their 
participants to arrange a set of miniature objects across a dollhouse (Figure 5a). Using this 
constructive measure, the authors could test how children across different age groups 
honour semantic relationships between objects (e.g., chairs and tables appear together in a 
dining room) or spatial regularities (e.g., chairs face the dining table) when equipping their 
doll houses. Results showed that children as young as 3 years respected semantic 
relationships but not spatial regularities among multiple related objects, while children over 
4 years successfully arranged the objects across the dollhouse in semantically and spatially 
congruent ways. Using the same task, Bahn and colleagues (2025) could show that the 
performance on scene arrangement tasks somewhat covaries with the emergence of 
language during development, suggesting a link between the linguistic organization 
semantic concepts and the visual rules that structure natural scenes. 
 

 
Figure 5. Using explicit scene arrangement to describe internal models. (a)   Children of 
different age groups were asked to arrange a set of miniature objects across a dollhouse. Object 
arrangements showed that children first appreciate semantic object similarities and only later 
incorporate the typical spatial organization across groups of objects (Öhlschläger & Võ, 2020). (b) 
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Participants arranged objects in a VR environment into typical or atypical configurations. In 
subsequent search and memory tasks, participants performed better when the task was situated in the 
scenes they constructed in a typical fashion (Draschkow & Võ, 2017). 
 
While such real-world scene arrangement tasks are intuitive for participants and offer a 
window into perception and action at the same time, they are relatively constrained: real 
objects need to be supplied, and they need to be moved around in physical space. To this 
end, emerging possibilities in virtual reality (VR) experiments allow for conducting similar 
studies with highly controlled, easily manipulable, and interactive environments while 
maintaining ecological validity (van den Oever et al., 2022; Wilson & Soranzo, 2015). 
Consequently, VR environments provide participants with a tool where they can arrange 
virtual worlds in accordance (or in disagreement) with their internal models of the real 
world. A noteworthy example is provided by a study by Draschkow and Võ (2017), who 
asked participants to construct scenes that concurred with their internal models of typical 
scenes (e.g., placing the objects in a bathroom in a typical fashion) or that violated their 
internal models (e.g., placing the same bathroom objects in an atypical fashion) (Figure 5b). 
Using this method, they could show that participants more successfully search and 
memorize scenes they arranged in typical ways, compared to the scenes they deliberately 
arranged in an atypical way. The results showcase that descriptors of internal models, as 
captured by explicit scene arrangement, can in turn be used to test perception and memory 
in environments that are specifically tailored to individual participants’ models of the 
world. The use of VR environments further allows researchers to devise creative visual 
learning experiments in virtual worlds with changed scene statistics, as well as (active) 
visual search paradigms with overtly visible (Beitner et al., 2021; David et al., 2021; Schuetz 
et al., 2024) or hidden (David & Võ, 2022) objects. 
 
The scene arrangement method provides an interactive environment where typical object 
configurations can be constructed intuitively. A physical arrangement of objects is less 
dependent on expertise than drawings making it more suitable for comparisons across the 
development of children, however, it is limited to a definite number of objects reducing the 
richness of the report. This can be partially mitigated by the use of VR, where a much larger 
variability of objects could be made available. Yet, such environments can be more 
complicated to use (for the participants as well as the researchers), potentially impairing 
accessibility for example for children, elderly people, or certain clinical populations.  
 
3.3.2 Verbal descriptions 
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Focusing more directly on conceptual – rather than visual – attributes of scenes, verbal 
descriptions of scenes offer another effective tool for characterizing internal representations 
of scenes. For instance, Greene et al. (2015) used verbal descriptions to study how prior 
experiences affect perception. Participants were asked to describe probable (i.e., typically 
encountered) and improbable scenes presented for varying durations. Results showed that 
the quality of descriptions of improbable scenes deteriorated faster with shorter 
presentation duration and more often included objects not present in the images, compared 
to probable scenes. This suggests that people perceive typical scenes more quickly and 
accurately, underscoring the utility of language for providing rich scene characterizations.  
  
Another recent study used verbal descriptions to capture individual differences in scene 
perception (Kollenda et al., 2024). Here, verbal scene descriptions of individual participants 
were used to study idiosyncrasies in their gaze behavior when exploring the same scenes 
visually. Participants freely viewed a set of natural scenes and subsequently provided 
verbal descriptions of the same scenes. Pairwise inter-subject similarities in fixation patterns 
between observers could be predicted by the inter-subject similarities in scene descriptions, 
particularly in the use of nouns: Participants who mentioned people more often in their 
descriptions also looked at people more prominently during exploration, and participants 
who mentioned text more often spent more time looking at text. This finding highlights the 
potential of verbal descriptors to capture information about scene representations on the 
individual level, which can be utilized to make predictions about how we explore or 
perceive natural scenes. 
  
Future studies could employ verbal descriptions to gauge the contents of internal models 
directly, revealing the conceptual factors that organize our priors. Specifically, similar to the 
paradigm used by Wang, Foxwell, and colleagues (2024) wherein participants were asked 
to draw typical versions of a set of natural scene categories and then tested on categorization 
for scenes similar or dissimilar to these drawings, participants could alternatively provide 
verbal descriptions what they think a typical exemplar of a specific scene category should 
look like. The correspondence of any given scene image with the verbal descriptions 
provided by individual participants could in turn be used to predict perceptual efficiency 
or neural responses for these scenes on the individual level. Alternatively, generative text-
to-image models could be used to generate stimulus materials that are in accordance with 
individual participants’ verbal descriptions or deviate from them in targeted ways (by 
manipulating the descriptions supplied to the model). 
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Verbal reports are comparably easy to obtain for most subject populations, however, they 
are susceptible to language abilities. Verbal descriptions can carry a lot of detail but may be 
less precise and potentially sparser than drawings. For example, a participant might say 
something like “The room has a table in the right corner”. Yet, a drawing of this table 
conveys many details about what kind of table or how it is placed in the corner that are 
difficult to express using words.  
  
3.3.3 Neural quantification of internal models 
  
The methods for describing internal models discussed thus far rely on behavioral reports. 
Alternatively, researchers could read out the content of participants’ internal models from 
neural responses. Such direct read-out from the brain would be an exciting future prospect 
because brain activity recorded during simple visual tasks or passive fixation is potentially 
less prone to subjective biases and task-specific demand characteristics. A few recent studies 
that suggest such a potential are discussed below.  
  
The response of the human visual system to scenes is influenced by their predictability. 
Scenes (and objects) that align with internal models more strongly produce more diagnostic, 
“sharpened” neural responses: For instance, Torralbo and colleagues (2013) demonstrated 
that atypical scenes elicited stronger brain responses, while more typical exemplars revealed 
higher decodability (i.e., better discrimination between scene categories) in scene-selective 
brain areas. A similar pattern was observed for objects, where more typical objects are 
associated with weaker univariate signals but more pronounced category information in 
object-selective or semantic brain regions (Clarke & Tyler, 2014; Delhaye et al., 2023; Fairhall 
& Caramazza, 2013; Martin et al., 2018; Santi et al., 2016).  
  
This variation of visual responses can be used to derive brain-based measures of stimulus 
typicality. For example, Iordan and colleagues (2016) generated a brain activity prototype 
for each category by averaging voxel activity patterns for all exemplars of a stimulus 
category. They found that neural responses to exemplars rated as typical were more similar 
to the prototype than neural responses to atypical objects. Similarly, Davis and Poldrack 
(2014) quantified neural typicality by comparing an exemplar’s activity pattern to all other 
members of that category, following the premise that a typical exemplar shares more 
attributes with other members of its category than atypical exemplars (Rosch & Mervis, 
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1975). They found that a more central position in this representational space was linked to 
higher typicality ratings.  
  
These studies show how the brain responds differently to typical and atypical scenes, and 
how we can employ these systematic differences to predict the typicality of a scene from 
neuroimaging data. Developing models of neural typicality for individual subjects could 
provide a data-driven technique to determine a subject’s internal model of a scene. Thereby, 
we could get closer to understanding the neural correlates of individual differences in the 
processing of visual information (Lin & Lau, 2024). However, more work is needed to 
characterize how typicality is processed in the brain before purely neuroimaging-based 
methods can be used to read out a person's internal model.  
 
4 Challenges in describing internal models 
 
The methods described above enable researchers to infer the content of internal models with 
fewer constraints and prior assumptions about their properties than classical approaches. 
We underscored the virtues of these methods for providing new insights into how internal 
models shape perception on the group level and for an individual. However, there are a 
series of challenges to this approach. We will highlight three of these challenges below, and 
outline what we gain from solving them.  
  
First, behavioral descriptions of internal models, such as drawings or verbal reports, are 
subjective reports. Can we assume that such introspective insights are reliable? 
Introspection is often disregarded as inherently problematic because observers may not be 
able to reliably characterize their internal representations as the introspective process itself 
invariably taints them (Engelbert & Carruthers, 2010; Schwitzgebel, 2008). However, this 
view has been challenged, most prominently by Gestalt psychologists (Koffka, 1924), but 
also more recently (Jack & Roepstorff, 2002; Jack & Shallice, 2001; Locke, 2009), with 
proponents arguing that introspection offers converging and additional information 
compared to analytic approaches. In the case of internal scene representations, the quality 
of introspective insight can be addressed empirically. If we take descriptions (i.e., obtained 
through drawings) at face value, we may indeed primarily measure subjective 
interpretations of internal states. If, however, we use these descriptions to inform 
experimental design and stimulus manipulations, we will be able to quantify whether 
introspective insights about internal models can be used to predict the efficiency of 
information processing in perceptual and cognitive systems. In the future, we thus need to 
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combine stimulus manipulation approaches with approaches for describing internal 
models. Our review therefore does not make the case to replace or overcome classical 
approaches to studying scene vision – we rather advocate for adding a complementary 
method to the available toolkit for characterizing natural vision.  
  
Second, some of the outlined methods have the additional challenge of separating 
informative differences from incidental variance across individuals. This is particularly 
relevant for drawings, where different drawing styles and abilities (Chamberlain, 2018; 
Chamberlain et al., 2014) introduce substantial variation that is not directly related to the 
content of internal representations as discussed above. Verbal descriptions or the scene 
arrangement method may also be compromised by expertise in language or digital skills, 
respectively. Moreover, methods like scene arrangement or verbal reports may bias the 
provided descriptions by offering a limited number of available objects or words that can 
be used to express an idea. A careful choice of methods, control conditions, sample size, and 
analysis approach is required to minimize these shortcomings and unfold the 
complementary strengths of these techniques. 
  
Third, internal models are likely to dynamically change across time, behavioral goals, and 
mental states. Yet, most of the methods highlighted here yield single descriptions of 
participants’ internal models. This implies that there is a single internal model for a given 
scene category — similar to a single "attractor point" in multidimensional space. However, 
the reality is likely more complex, and internal models may encompass a range of multiple 
typical scene configurations (e.g., bathroom templates for a bathroom in a private home 
versus a public bathroom). Moreover, internal models and their interaction with perception 
can be shaped by the context (e.g., in the form of precision weighting, Clark, 2013; Hohwy, 
2020) and are sensitive to behavioral goals (Bracci & op de Beeck, 2023). This requires 
experiments that repeatedly quantify the contents of internal models within the same 
participants, thereby characterizing which aspects of the internal model remain stable and 
which aspects flexibly adapt to context.  
  
5 Conclusion 
  
We showed that classical approaches to characterizing people's internal models of 
naturalistic scenes through stimulus manipulation have notable limitations including an 
overreliance on a-priori assumptions about scene typicality, restricted possibilities for 
stimulus manipulation, the creation of highly artificial stimuli, and insensitivity to inter-
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individual differences. We therefore highlight a complementary methodological framework 
that allows for more unconstrained descriptors of participants' internal models. One 
promising method is the use of line drawings, which has recently opened new avenues in 
the study of visual memory and perception. Overall, we believe that natural vision research 
greatly benefits from methods with fewer constraints and prior assumptions about the 
nature of internal models, complementing traditional approaches. Embracing this approach 
could yield novel insights into how internal models differently shape perception across 
individuals and across cultural and linguistic contexts, and how alterations of internal 
models drive changes in visual processing across the lifespan and from health to disease. 
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